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Definition

�Text Mining methods allow for the incorpo-
ration of textual data within applications of se-
mantic technologies on the Web. Application of
these techniques is appropriate when some of the
data needed for a Semantic Web use scenario
are in textual form. The techniques range from
simple processing of text to reducing vocabulary
size, through applying shallow natural language
processing to constructing new semantic features
or applying information retrieval to selecting rel-
evant texts for analysis, through complex meth-
ods involving integrated visualization of seman-
tic information, semantic search, semiautomatic
ontology construction, and large-scale reasoning.

Motivation and Background

Semantic Web applications usually involve deep
structured knowledge integrated by means of
some kind of ontology. Text mining methods,

on the other hand, support the discovery of
structure in data and effectively support semantic
technologies on data-driven tasks such as
(semi)automatic ontology acquisition, extension,
and mapping. Fully automatic text mining
approaches are not always the most appropriate
for combination with Semantic Web content,
because often it is too difficult or too costly to
fully integrate the available background domain
knowledge into a suitable representation. For
such cases, semiautomatic methods, such as
�Active Learning and �Semisupervised Text
Processing (see � Semisupervised Learning),
can be applied to make use of small pieces of
human knowledge to provide guidance toward
the desired ontology or other models. Application
of these semiautomated techniques can reduce
the amount of human effort required to produce
training data by an order of magnitude while
preserving the quality of results.

To date, Semantic Web applications have typi-
cally been associated with data, such as text doc-
uments, and corresponding metadata that have
been designed to be relatively easily manage-
able by humans. Humans are, for example, very
good at reading and understanding text and ta-
bles. General semantic technologies, on the other
hand, aim more broadly at handling data modali-
ties including multimedia, signals from emplaced
or remote sensors, and the structure and con-
tent of communication and transportation graphs
and networks. In handling such multimodal data,
much of which is not readily comprehensible
by unaugmented humans, there must be signifi-
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cant emphasis on fully or semiautomatic meth-
ods offered by knowledge discovery technologies
whose application is not limited to a specific data
representation (Grobelnik and Mladenic 2005).

Data and the corresponding semantic struc-
tures change over time, and semantic technolo-
gies also aim at adapting the ontologies that
model the data accordingly. For most such sce-
narios, extensive human involvement in build-
ing models and adapting them according to the
data is too costly, too inaccurate, and too slow.
Stream mining (Gaber et al. 2005) techniques
(Data Streams: Clustering) allow text mining of
dynamic data (e.g., notably in handling a stream
of news or of public commentary).

Ontology is a fundamental method for orga-
nizing knowledge in a structured way and is
applied, along with formalized reasoning, in ar-
eas from philosophy to scientific discovery to
knowledge management and the Semantic Web.
In computer science, an ontology generally refers
to a graph or network structure consisting of a set
of concepts (vertices in a graph), a set of relation-
ships connecting those concepts (directed edges
in a graph), and, possibly, a set of distinguished
instance concepts assigned to particular class
concepts (data records assigned to vertices in a
graph). Although much useful knowledge can be
represented by the ground binary relations most
conveniently encoded as graphs, more complex
relationships involving more than two entities are
needed, and the graph metaphor is more remote.
In many cases, knowledge is structured in one
of these ways to allow for automated inference
based on a logical formalism such as the predicate
calculus (Barwise and Etchemendy 2002); for
these applications, an ontology often further com-
prises a set of rules or produces new knowledge
within the representation from existing knowl-
edge. An ontology containing both instance data
and rules for its application is often referred to as
a knowledge base (KB) (e.g., Lenat 1995).

Machine learning practitioners refer to the
task of automatically constructing these ontolo-
gies as ontology learning. From this point of
view, an ontology is seen as a class of models
– somewhat more complex than most used in
machine learning – which need to be expressed in

some �Hypothesis Language. This definition of
ontology learning (from Grobelnik and Mladenic
2005) enables a decomposition into several ma-
chine learning tasks, including learning concepts,
identifying relationships between existing con-
cepts, populating an existing ontology/structure
with instances, identifying change in dynamic
ontologies, and inducing rules over concepts,
background knowledge, and instances.

Following this scheme, text mining methods
have been applied to extending existing ontolo-
gies based on Web documents, learning seman-
tic relations from text based on collocations,
semiautomatic data-driven ontology construction
based on document clustering and classification,
extracting semantic graphs from text, transform-
ing text into RDF triples (a commonly used
Semantic Web data representation), and mapping
triplets to semantic classes using several kinds of
lexical and ontological background knowledge.
Text mining is also intensively used in the effort
to produce a Semantic Web for annotation of
text with concepts from ontology. For instance,
a text document is split into sentences, each sen-
tence is represented as a word vector, sentences
are clustered, and each cluster is labeled by the
most characteristic words from its sentences and
mapped upon the concepts of a general ontol-
ogy. Several approaches that integrate ontology
management, knowledge discovery, and human
language technologies are described in Davies
et al. (2009).

Extending the text mining paradigm, efforts
are aimed at giving machines an approxima-
tion of the full human ability to acquire knowl-
edge from text. Some of the systems (Curtis
et al. 2009; Mitchell 2005; Rusu 2014) actively
use background knowledge in the extraction pro-
cess for disambiguation or knowledge structur-
ing. Machine reading aims at full text understand-
ing by integrating knowledge-based construction
and use into syntactically sophisticated natural
language analysis, leading to systems that au-
tonomously improve their ability to extract fur-
ther knowledge from text (e.g., Curtis et al. 2009;
Etzioni et al. 2007; Mitchell 2005; Starc and
Fortuna 2012; Starc and Mladenic 2013).
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Biomedical Text Mining

Because of the development and widespread use
of high-quality biomedical knowledge bases,
such as the Gene Ontology (Ashburner et al.
2000), Cell Ontology (Bard et al. 2005), and
Linked Neuron Data (Zeng et al. 2015), and the
overwhelming volume of the relevant literature
(24 million biomedicine citations in PubMed),
biomedical knowledge extraction is subject
to a great deal of research. Relevant shared
evaluation tasks include BioCreative (Hirschman
et al. 2005) and BioNLP (Cohen et al. 2014).
Although much of the work on biological fact
extraction still relies on supervised training with
closely annotated training data, with the risk
of over-constraining the mapping of semantics
to particular text substrings, volume of high-
quality Semantic Web fact bases has enabled
more natural training methods, such as distant
supervision (Augenstein et al. 2014).
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